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Abstract14

Prediction of extreme events under climate change is challenging but essential for risk15

management of natural disasters. Although earth system models (ESMs) are arguably16

our best tool to predict climate extremes, their high computational cost restricts the ap-17

plication to project only a few future scenarios. Emulators, or reduced-complexity mod-18

els, serve as a complement to ESMs that achieve a fast prediction of the local response19

to various climate change scenarios. Here we propose a data-driven framework to em-20

ulate the full statistics of spatially resolved climate extremes. The variable of interest21

is the near-surface daily maximum temperature. The spatial patterns of temperature vari-22

ations are assumed to be independent of time and extracted using Empirical Orthogo-23

nal Functions (EOFs). The time dependence is encoded through the coe�cients of lead-24

ing EOFs which are decomposed into long-term seasonal variations and daily fluctua-25

tions. The former are assumed to be functions of the global mean temperature, while26

the latter are modelled as Gaussian stochastic processes with temporal correlation con-27

ditioned on the season. The emulator is trained and tested using the simulation data in28

CMIP6. By generating multiple realizations, the emulator shows significant performance29

in predicting the temporal evolution of the probability distribution of local daily max-30

imum temperature. Furthermore, the uncertainty of the emulated statistics is quanti-31

fied to account for the internal variability. The emulation accuracy in testing scenarios32

remains consistent with the training datasets. The performance of the emulator suggests33

that the proposed framework can be generalized to other climate extremes and more com-34

plicated scenarios of climate change.35

Plain Language Summary36

Extreme events in the global climate system, such as heat waves and hurricanes,37

cause incalculable losses every year. Conventional climate models, called Earth System38

Models (ESMs), are our best tools to predict how climate change may a↵ect the occur-39

rence rate of extreme events in the future. However, these models are relatively slow and40

expensive to run. We present a framework to design emulators, or reduced-complexity41

models, to e�ciently predict the complete statistics of climate extremes on spatially-resolved42

grids. Once trained using a few simulations generated from ESMs, the emulator can be43

used to predict climate change scenarios that were not included in the training data. Our44

approach is demonstrated for near-surface daily maximum temperature data. The mean,45

variance, and extreme values of the temperature generated by the emulator are very sim-46

ilar to the statistics generated by ESMs. Furthermore, the emulator provides a speedy47

quantification of the uncertainty of the predicted statistics. The performance of the em-48

ulator suggests that our framework can be generalized to other types of extreme events49

in the climate system.50

1 Introduction51

Unprecedented climate extremes, associated with anthropogenic global warming,52

have been observed worldwide, such as the Russian heatwaves in 2010 and the record-53

breaking Atlantic hurricane season in 2020 (Meehl & Tebaldi, 2004; Barriopedro et al.,54

2011; Reed et al., 2022). The annual losses from such weather- and climate-related dis-55

asters have surged dramatically, escalating from several billion dollars in 1980 to 200 bil-56

lion in 2020 (Allen et al., 2012; AON, 2020), not to mention the incalculable loss of lives.57

E↵ectively managing the risks of extreme events and minimizing their associated dam-58

ages necessitates accurate quantification of their likelihood in a rapidly changing global59

climate. Despite the increased frequency of extreme weather events, their probability at60

a given time and location is still very low, and thus quantifying their risks requires large61

ensembles of numerical simulations for very long time horizons. The need for ensembles62

of simulations amplifies the already high computational cost associated with running full-63
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scale Earth System Models (ESMs) and restricts their application to a limited number64

of climate change scenarios. In contrast, emulators, or reduced-complexity models, pro-65

vide a more e�cient evaluation of the statistics of extreme events in response to more66

diverse scenarios. In the present work, we develop a multivariate Gaussian stochastic em-67

ulator that estimates the probability distribution of local daily maximum temperature68

on spatially-resolved grids.69

Climate emulators can be broadly categorized by the spatial resolution of their pro-70

jections. The first type of emulators, also known as simple climate models (SCMs), fo-71

cus on modelling how global or regional mean fields are influenced by the concentrations72

of greenhouse gases, emissions of aerosols, and natural e↵ective radiative forcing vari-73

ations (Meinshausen et al., 2011; Seneviratne et al., 2016). A majority of these emula-74

tors have been systematically compared in the Reduced Complexity Model Intercompar-75

ison Project (Z. R. Nicholls et al., 2020; Z. Nicholls et al., 2021), by evaluating their pre-76

diction accuracy of the global mean temperature. Based on this type of emulators, in-77

teractive models have been developed for policymakers and stakeholders to actively ex-78

amine the impact of energy, economic and public policies on climate change (Kapmeier79

et al., 2021; Rooney-Varga et al., 2021).80

The second type of emulators specialize in predicting the response of local variables81

to climate change. The most widely used method for this type of emulator is pattern scal-82

ing, where the climate variables at di↵erent locations are assumed as independent lin-83

ear functions of the global mean temperature (Mitchell, 2003). Therefore, the global mean84

temperature predicted by the first-type emulators can be used as an input for pattern85

scaling, facilitating localized climate predictions in response to a variety of emission sce-86

narios. Over time, the framework of pattern scaling has evolved to encompass a broader87

range of techniques. These advances include the adoption of response functions to ac-88

count for past trajectories of CO2 (Castruccio et al., 2014; Freese et al., 2024), the use89

of Matern covariance functions for modeling spatial correlation (Alexee↵ et al., 2018),90

and the incorporation of internal variability through autoregressive processes or the spec-91

trum of principal components analysis (Beusch et al., 2020; Link et al., 2019). As mod-92

ern machine learning methods emerge, researchers have explored diverse architectures93

to enhance the accuracy of local climate emulation, utilizing inputs ranging from globally-94

averaged emissions to spatial distribution of aerosols. Most of these machine learning95

models have been evaluated on the benchmark datasets, with ClimateBench (Watson-96

Parris et al., 2022) and ClimateSet (Kaltenborn et al., 2023) being the most commonly97

used ones. Compared with pattern scaling, neural networks can provide a more accu-98

rate emulation of certain variables, such as the global precipitation, when trained on suf-99

ficiently large ensembles of simulations (Lütjens et al., 2024) albeit with a compromise100

in the model complexity.101

Both classes of emulators have been typically used to predict time-averaged quan-102

tities. Only a few recent studies have explored emulating the statistics of climate extremes,103

such as the annual maximum temperature and the duration of hot waves within a year104

(Tebaldi et al., 2020; Quilcaille et al., 2022). Furthermore, no prior work has been re-105

ported on the emulation of probability distribution of local climate variables, which con-106

stitutes the primary objective of our research. We introduce a stochastic model to em-107

ulate the statistics of climate extremes, utilizing temperature-related extreme events as108

a prototypical application. We first extract the empirical orthogonal functions (EOF)109

(Lorenz, 1956; Hannachi et al., 2007) of the spatial patterns of near-surface daily max-110

imum temperature (TMX) fields to reduce the dimensionality of the system while main-111

taining a high spatial resolution. Driven by the observed nearly-Gaussian character of112

the EOF statistics (conditioned over season and year), we model the temporal evolution113

of the EOF coe�cients as Gaussian stochastic processes (Mohamad & Sapsis, 2015; Arbabi114

& Sapsis, 2022), characterized by long-term trends, seasonal variations, and colored noise.115

The mean, variance and covariance of the EOF coe�cients are parameterized using the116
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Figure 1. (a,b) The first and second spatial EOFs of daily maximum temperature, computed

using CNRM-CM6-1-HR simulation data. (c) Cumulative variance ratio represented by leading

EOFs.

global mean temperature and season, thus generalizing our emulator to more diverse cli-117

mate change scenarios. A similar framework has been applied to emulate monthly-averaged118

temperature and humidity (Geogdzhayev et al., 2024). Our work will focus on daily max-119

imum temperature and its full statistics.120

The content of this paper is organized as follows. In §2 we introduce the simula-121

tion data used for training and testing the emulator. The mathematical framework of122

the emulator is described in §3, including the dimensionality reduction method in §3.1123

and stochastic modeling of time series in §3.2. The emulation results are presented in124

§4, followed by a summary of the main conclusions and discussion in 5.125

2 Data126

Among all the ESMs in Coupled Model Intercomparison Project Phase 6 (CMIP6),127

we adopted the CNRM-CM6-1-HR and MPI-ESM1-2-LR model outputs as our reference128

dataset. Both models achieved reasonable skill scores on simulating the statistics of cli-129

mate extremes according to a recent evaluation of the performance of CMIP6 models (Wehner130

et al., 2020). The CNRM-CM6-1-HR model provides the highest spatial resolution (nom-131

inal resolution 50km) among CMIP6 models, which best fits our needs to develop a spatially-132

resolved emulator. However, this model only has one realization available, which is in-133

su�cient to assess the influence of climate internal variability on the emulator. The MPI-134

ESM1-2-LR data feature a large ensemble of realizations, although the spatial resolu-135

tion (250km) is problematic for studying climate extremes. Therefore, the majority of136

our results will focus on emulation of CNRM-CM6-1-HR data, while the large ensem-137

ble data of MPI-ESM1-2-LR will be utilized to investigate the impact of internal vari-138

ability and ensemble size on the performance of the emulator.139

Two variables are collected from the CNRM-CM6-1-HR and MPI-ESM1-2-LR model140

outputs: (i) Near-surface daily mean temperature (the tas variable in CMIP6), used to141

compute the global mean temperature; (ii) Near-surface daily maximum temperature (the142

tasmax variable in CMIP6). Here “near surface” refers to two-meter height according143

to the CMIP6 convention. The CMIP6 simulations cover a historical period from 1850144

to 2014, followed by a set of future scenarios until 2100. The CNRM-CM6-1-HR model145

o↵ers only one realization for both the historical period and each future scenario, whereas146

the MPI-ESM1-2-LR model provides 50 realizations. To train the emulator, we utilize147

the simulation data within the historical period and the SSP5-8.5 future scenario for each148

ESM. The SSP1-2.6 future scenario is utilized for testing purposes.149
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3 Methods150

3.1 Data pre-processing: dimensionality reduction151

Since we focus on the near-surface temperature, the spatial location x is described152

by the latitude and longitude coordinates, x = (✓,'), where ✓ 2 [�⇡/2, ⇡/2] and ' 2153

[0, 2⇡). The time step size is one day, and the number of days since 01/01/1850 0:00 is154

represented as t. The daily maximum temperature (TMX) at location x and time t for155

the ensemble member ! is denoted as q(x, t, !). The climatological mean q̄(x, t) is ex-156

tracted by phase-averaging TMX for the same calendar day and location across the his-157

torical period, 1850-2014, and over the entire ensemble. In other words, at an arbitrary158

time t, q̄(x, t) = q̄(x, mod(t, 365)). The fluctuations of TMX are decomposed as super-159

position of Empirical Orthogonal Functions (EOFs), �i(x),160

q0(x, t, !) := q(x, t, !) � q̄(x, t) =
X

i

ai(t, !)�i(x). (1)

In order to compute the EOFs, we construct the spatial covariance function R(x,x⇤)161

that quantifies the covariance between fluctuating TMX at two arbitrary locations x and162

x⇤,163

R(x,x⇤) = hq0(x, t, !)q0(x⇤, t, !)it! . (2)

The notation h·it! represents averaging over time and the ensemble. The EOFs are de-164

fined as the eigenfunctions of R(x,x⇤), taking into account the curvature of the Earth’s165

surface S,166 Z

S
R(x,x⇤)�i(x

⇤) cos ✓⇤d✓⇤d'⇤ = �i�i(x). (3)

The coe�cient of each EOF at time t is obtained by projecting q0(x, t, !) onto �i(x),167

ai(t, !) =

Z

S
q0(x, t, !)�i(x) cos ✓d✓d'. (4)

Similar to the climatological mean, the EOFs are also computed from the historical data.168

However, we only utilize the TMX snapshots on every five days, rather than daily data,169

because TMX on adjacent days are highly correlated. Our choice of five-day interval is170

based on the observation that on this timescale the autocorrelation coe�cient of TMX171

at most locations decreases to approximately 0.5 (Kalvová & Nemesšová, 1998), strik-172

ing a reasonable balance between data independence and comprehensive representation173

of temperature variability.174

For CNRM-CM6-1-HR data, since only one realization is available, the number of175

snapshots (1.2⇥104) is much smaller than the number of grids (2.6⇥105). As such, it176

is unnecessary to store the large covariance matrix (2), and the method of snapshots is177

adopted to solve the eigenvalue problem (3) more e�ciently. Specifically, we compute178

the temporal covariance matrix of q0, whose size is the square of the number of snapshots.179

The eigen-decomposition of the temporal covariance matrix is then performed to get its180

eigenvalues and eigenfunctions, which can be linearly transformed to get the eigenpairs181

(�i, �i(x)) of the spatial covariance R(x,x⇤). More details can be found in Sirovich (1987)182

and Taira et al. (2020). For MPI-ESM1-2-LR data, the number of grids (1.8⇥ 104) is183

comparable or smaller than the total number of snapshots (1.2⇥ 104⇥ the number of184

realizations adopted), and we directly solve equation (3) to obtain the eigenfunctions of185

the spatial covariance.186

The first two EOFs of the CNRM-CM6-1-HR data are visualized in figure 1(a,b).187

They account for 2.9% and 2.7% of the total variance, respectively. Both EOFs are rem-188

iniscent of the Arctic Oscillation/Northern Hemisphere Annular Mode (Thompson & Wal-189

lace, 1998) and the Southern Hemisphere Annular Mode (Fogt & Marshall, 2020). Un-190

like previous studies that focused on the first few EOFs to extract the physically signif-191

icant modes (Wallace & Gutzler, 1981; Amaya, 2019), our objective is to reconstruct the192
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Figure 2. Jun-Aug mean of (a) the first and (b) second EOF coe�cients in each year of

CNRM-CM6-1-HR dataset, from 1850 to 2100, plotted versus the global mean temperature. Red

dots: true seasonal mean obtained from the historical and SSP5-8.5 scenario. Green dots: SSP1-

2.6 scenario. Black dashed line: linear regression; Solid line: machine-learned function.

full probability distribution of local TMX with su�cient accuracy and e�ciency. There-193

fore, we retain the first 2,000 EOFs for the CNRM-CM6-1-HR model, which altogether194

represent approximately 95% of the total variance (figure 1c) of the respective datasets.195

3.2 Multivariate Gaussian stochastic emulator of EOF time series196

Assuming the climatological mean and EOFs remain invariant with respect to time197

and future scenarios, our stochastic emulator of the daily maximum temperature is for-198

mulated as,199

q̂(x, t, !̂) = q̄(x, t) +
IX

i=1

âi(t, !̂)�i(x). (5)

A notable di↵erence between equation (5) and the decomposition of true TMX fluctu-200

ations (1) is the EOF coe�cient, where a is the true coe�cient obtained from projec-201

tion (4) and â is estimated from the emulator. The emulation index !̂ is also di↵erent202

from the ensemble member !, since the emulator can be used to generate more realiza-203

tions than the training data.204

The time series of â in season s and for a given global mean temperature, is mod-205

elled as superposition of long-term trends and Gaussian-distributed daily fluctuations206

that encode temporal correlation:207

âs,i(t, !̂) = µ̂s,i (Ts,g) + �̂s,i (Ts,g)
IX

j=1

l̂s,ij ⌘̂s,j(t, !̂), i = 1, 2, . . . , I. (6)

The subscript s = 1, 2, 3, 4 corresponds to Northern Hemisphere spring (Mar-May), sum-208

mer (Jun-Aug), autumn (Sep-Nov), and winter (Dec-Feb) respectively. The seasonal mean209

µ̂s,i and variance �̂2
s,i are parameterized as a function of the seasonally-averaged global210

mean temperature, Ts,g. The correlation between the ith and jth EOFs in season s is211

assumed constant and accounted for by l̂s,ij . The daily fluctuations of the EOF coe�-212

cients are modelled as superposition of Gaussian autoregressive processes ⌘̂s,j(t, !̂). Here213

⌘̂s,j and ⌘̂s,k are uncorrelated when j 6= k, and the time series of ⌘̂s,j are emulated usi-214

ing the autocorrelation computed from training data. Specifically, consider a time win-215

dow in season s of the y-th year, denoted as t 2 [tys, tys+Ns]. The starting time, tys,216

corresponds to the first day of each season: Mar 1st, Jun 1st, Sep 1st, and Dec 1st, for217

s = {1, 2, 3, 4}. The duration of each time window, Ns, is given by Ns = {92, 92, 91, 90}218

days respectively. Within t 2 [tys, tys + Ns], the emulated daily fluctuations ⌘̂s,j(t, !̂)219

satisfy220

⌘̂s,j(t, !̂) =

t�tysX

n=1

cs,j(n)⌘̂s,j(t�n, !̂)+gs,j(n)✏s,j(n), ✏s,j(n) ⇠ N (0, 1), t 2 [tys, tys+Ns].

(7)
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Figure 3. Probability density function (PDF) of the 1st, 2nd, and 500th component of the

Jun-Aug ⌘s: (a) ⌘2,1,(b) ⌘2,2, (c)⌘2,500. Red dashed lines: PDF computed using CNRM-CM6-1-

HR historical and SSP5-8.5 future scenario data, from 1850 to 2100; gray lines: Gaussian fit of

⌘2,i data; blue lines: PDF of 10 emulations of 1850-2100 ⌘̂2,i

The parameters cs,j(n) and gs,j(n) are independent of the year and will be estimated221

from the training data, while the standard normal random number ✏s,j(n) varies with222

the year and the emulation. The emulator (6) can also be written more compactly in vec-223

tor form,224

âs(t, !̂) = µ̂s (Ts,g) + D̂s (Ts,g) L̂s⌘̂s(t, !̂), (8)

where âs, µ̂s, and ⌘̂s are I⇥1 column vectors. The notation D̂s is a diagonal matrix,225

and each element on the diagonal is �̂s,i. The matrix L̂s is lower triangular, where each226

entry corresponds to l̂s,ij .227

It is important to emphasize here that the formulated emulator is conditionally Gaus-228

sian, i.e. for a fixed season and global mean temperature, the daily fluctuations are, by229

design, normally distributed. While this does not necessarily imply that long term statis-230

tics will have a Gaussian character, since we also have the variation of the global mean231

temperature, it does not allow for the possibility of daily temperature extremes that have232

(for a given season and global mean temperature) a non-Gaussian distribution, e.g. fol-233

low heavy tails. For the present context, direct comparisons suggest that this is a accept-234

able assumption. However, for other variables this aspect may introduce limitations. We235

plan to extend the framework to address these potential limitations in future work.236

The unknown parameters (which are functions of Ts,g) in the emulator (6,7) are237

estimated using the true EOF coe�cients ai(t, !) (4) and the global mean temperature238

Ts,g from 1850 to 2100 (historical and SSP5-8.5 scenario). Given ai(t, !) data, we first239

compute the actual seasonal mean µs,i and standard deviation �s,i in each year, aver-240

aged over the entire ensemble. Two examples of the Jun-Aug mean µs,i versus the cor-241

responding Ts,g are shown in figure 2 (red dots). These relationships are mostly linear242

and independent of the future scenario (SSP1-2.6 shown in green dots), which motivate243

us to regress µ̂s,i as a linear function of Ts,g (black dashed lines). Similar linear relation-244

ships are also observed for the variance �2
s,i and also for higher-ranked EOFs. Nonlin-245

ear functions are also attempted using fully-connected neural networks. For each µ̂s,i or246

�̂2
s,i, the neural network is designed with two hidden layers, each containing three neu-247

rons, utilizing the ReLU activation function. The learned nonlinear functions are shown248

as black solid lines in figure 2, which provide slightly better agreement with the train-249

ing data. A more systematic comparison of the emulation results using linear and non-250

linear functions will be provided in §4.1. We also explored alternative network architec-251

tures with varying numbers of layers and neurons, as well as di↵erent activation func-252

tions, including Sigmoid and Tanh. However, these modifications did not yield signif-253

icant improvements and the associated results are not shown.254

–7–



manuscript submitted to Journal of Advances in Modeling Earth Systems

Figure 4. Spectra of the 1st, 2nd, and 500th component of the Jun-Aug ⌘s: (a) ⌘2,1,(b) ⌘2,2,

(c)⌘2,500. Gray circles: spectra averaged using CNRM-CM6-1-HR historical (1850-2014) data;

red lines: CNRM-CM6-1-HR SSP5-8.5 (2015-2100) data; blue lines: 10 emulations of 2015-2100

spectra.

After extracting the variation of the seasonal mean and standard deviation in re-255

sponse to the global mean temperature, µ̂s,i(Ts,g) or �̂2
s,i(Ts,g), we remove these trends256

from the true EOF coe�cients, resulting in the residuals (as,i � µ̂s,i) /�̂s,i. We then eval-257

uate their cross-correlations,258

⌃̂s =
D
D̂�1

s (as � µ̂s) (as � µ̂s)
> D̂�>

s

E

t!
, ⌃̂s = L̂sL̂

>
s , (9)

The time average is performed from 1850 to 2100 for each season respectively. While the259

actual cross correlations fluctuate over time, they remain statistically stationary for most260

EOFs, justifying the choice of a constant matrix model. Generalization of (9) to time-261

dependent correlations requires large-ensemble data and will be discussed in §4.2. The262

last equality in (9) is a Cholesky decomposition of ⌃̂s. Multiplying the residuals by L̂�1
s263

produces uncorrelated time series,264

⌘s(t, !) = L̂�1
s D̂�1

s (as(t, !) � µ̂s) , (10)

which satisfies265 ⌦
⌘s(t, !)⌘s(t, !)>

↵
t!

= I. (11)

Here I is an identity matrix with a size equal to the number of adopted EOFs . In other266

words, each entry of ⌘s(t, !) has unit variance, and di↵erent entries are uncorrelated.267

To justify our assumption that ⌘s,j(t, !) in season s can be modelled as Gaussian268

processes (equation 7) with the same autocorrelations across di↵erent years, we evalu-269

ate the statistics ⌘s,j(t, !) in figure 3,4. The probability density functions of the 1st, 2nd,270

and 500th component of Jun-Aug ⌘s,j are computed using historical and SSP5-8.5 sce-271

nario data, from 1850 to 2100. The profiles are plotted by red dashed lines in figure 3,272

which almost overlap with the fitted Gaussian distributions (gray lines). While not shown273

here, the other components of ⌘s,j(t, !) also exhibit approximately Gaussian distribu-274

tions. To examine the time dependence of the second-order statistics of each component275

of ⌘s, we compute the Fourier spectra of ⌘s in Jun-Aug of each year and average them276

over two distinct time windows, 1850-2014 and 2015-2100 of SSP5-8.5 scenario. As vi-277

sualized in figure 4, the spectra of three components of ⌘s remain approximately unchanged278

over time. Therefore, the statistics averaged over the entire 1850-2100 period are used279

to generate the the surrogate Gaussian processes ⌘̂s,j that represent stochastic realiza-280

tions of daily fluctuations. Simulation of the Gaussian processes is based on the exact281

time-domain method which utilizes the autocorrelation of ⌘s. This approach has been282

demonstrated more robust against uncertainty of statistics than the frequency-domain283

method (Percival, 1993). The PDFs of the simulated ⌘̂s in figure 3(blue lines) indeed284

follow Gaussian distribution, and the Fourier spectra of the simulated processes align285

with the true spectra, as illustrated in figure 4.286
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Figure 5. (a) Flow chart showing the structure of the emulator. Given the global mean tem-

perature Tg, the emulator predicts the local daily maximum temperature on spatially-resolved

grids. (b) One-year moving average of the global mean temperature, shown for di↵erent scenarios.

(c) Example time series of the true and emulated EOF coe�cients. (d) Sample outputs from the

emulator: reconstruction of the TMX field. (e) An example of the probability density function

of local TMX, averaged in Jun-Aug over a ten-year window. The vertical lines mark the mean

values.

The steps of the emulation are summarized schematically in figure 5a. Starting from287

the temporal evolution of the global mean temperature (panel b), the seasonal mean and288

variance of the EOF coe�cients are estimated from the learned relationships µ̂s,i(Ts,g),289

�̂2
s,i(Ts,g). The daily fluctuations are constructed as the stochastic autoregressive pro-290

cesses ⌘̂s,j(t, !), which are scaled by l̂s,ij and superposed to account for the cross cor-291

relation between di↵erent EOFs. Combining the scaled daily fluctuations with long-term292

trends, we obtain the emulated time series of the EOF coe�cients, exhibiting the same293

first and second order statistics as the true time series (panel c). Given the time series294

and shape of EOFs, the final output of the emulator is the temporal evolution of grid-295

ded local TMX. A sample snapshot of TMX is visualized in panel d. To acquire converged296

probability distribution of local TMX, especially for the tails that represent extreme events,297

the statistics are computed by averaging over a decadal window in time and a 1�⇥1�298

region in space. Panel e shows a sample comparison between the emulated and true prob-299

ability density function (PDF). The blue region marks the uncertainty of the distribu-300

tion, estimated by performing multiple emulations. We note the non-Gaussian charac-301

ter of the target and approximated PDF, which is the result of considering the statis-302

tics over a time window that the global average temperature changes.303

4 Emulation results304

4.1 Emulation of CNRM-CM6-1-HR dataset305

The performance of the emulator is firstly evaluated in detail for Jun-Aug, when306

TMX is the most extreme in Northern Hemisphere. Results in other seasons will be briefly307

discussed at the end of this section. To di↵erentiate between the emulator that adopts308
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(b)

Figure 6. Mean anomaly of Jun-Aug daily maximum temperature, averaged over (a) 2000-

2009, (b) 2090-2099 of the SSP5-8.5 scenario, and (c) 2090-2099 of the SSP1-2.6 scenario. Each

subfigure shows the true mean from CNRM-CM6-1-HR ESM, two sample emulations, average of

10 emulations, error of 10 emulations, and the error of 10 ML emulations. Reference: 1850-1900

Jun-Aug mean TMX.
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linear and nonlinear model for the long-term trends, the former is referred to as “em-309

ulation” and the latter is denoted as “machine-learning (ML) emulation”. Figure 6 shows310

the mean of local TMX across three decadal periods: 2000-2009 within the historical pe-311

riod, 2090-2099 of the SSP5-8.5 scenario, and 2090-2099 of the SSP1-2.6 scenario. The312

reference mean, computed from the CNRM-CM6-1-HR data, is compared against two313

sample emulations, the average of ten emulations, and ML emulations. The emulator ac-314

curately captures the evolution of local TMX under both high and low warming scenar-315

ios. Significant anomalies in regions such as the Arctic, western coast of South Amer-316

ica, North Africa, West Asia and Southern Ocean are well reproduced. Errors are within317

1�C at most locations, with the highest errors reaching 2�C. Using ML model for the sea-318

sonal mean and variance appreciably improves the emulation accuracy. Despite train-319

ing on historical and SSP5-8.5 data only, the emulator performance on the unseen SSP1-320

2.6 scenario demonstrates its potential for application across various climate change path-321

ways.322

The errors of the emulated mean in figure 6(a-c) arise from di↵erent contributions.323

In figure 6a, the discrepancy between the emulations and the true mean mainly origi-324

nates from the modeling assumption that the seasonal mean is fully determined by the325

global mean temperature, µ̂s,i(Ts,g). As discussed in §3.2 (c.f. figure 2), a single global326

mean temperature Ts,g can correspond to multiple values of the mean EOF coe�cients327

µs,i, due to the internal variability of the climate system and the neglected influence of328

the past global mean temperature or emission history. The internal variability of the CNRM-329

CM6-1-HR simulation is di�cult to quantify, since only one realization is available. How-330

ever, the variability captured by the emulator can be readily assessed by performing mul-331

tiple emulations. Comparing the pattern of errors with the two emulations in figure 6a,332

we observe that most high-error regions also exhibit high variability, such as Europe and333

the Southern Ocean. In addition, the error magnitude aligns with the variability, indi-334

cating that the error can be further reduced if more realizations of the ESM are avail-335

able for training the emulator and computing the local statistics. In figure 6b, smaller-336

scale fluctuation of the errors become more apparent, which stems from the changing shape337

of the leading EOFs under di↵erent warming conditions. Recall that the EOFs were com-338

puted only using the historical data. The leading historical EOFs adopted in the em-339

ulator may represent a lower variance in the SSP5-8.5 scenario, which results in higher340

emulation errors contributed by truncating EOFs. This issue can be mitigated by includ-341

ing SSP5-8.5 data into the calculation of EOFs, though similar errors might recur when342

the emulator is applied to unseen scenarios. The error in SSP1-2.6 scenario (figure 6c)343

is slightly higher than SSP5-8.5, due to the trained model of long-term trends not be-344

ing optimal for SSP1-2.6. The error of ML emulations are even higher than linear em-345

ulations for SSP1-2.6, such as in South America, which indicates that the superior per-346

formance of ML emulator in SSP5-8.5 is likely due to overfitting. Nevertheless, the sen-347

sitivity of the seasonal mean to warming condition is modest, and the emulation error348

remains the same order of magnitude across di↵erent scenarios.349

The standard deviation of local TMX is presented in figure 7. In historical peri-350

ods, such as 2000-2009 shown in figure 7a, the standard deviation is reconstructed ac-351

curately for most locations. The error from ten emulations is almost identical to the ML352

emulations, suggesting a predominantly linear relationship between the variance of most353

EOF coe�cients and the global mean temperature, �̂s,i(Ts,g). From 2000-2009 to 2090-354

2099 in SSP5-8.5 scenario (panel b), the standard deviation slightly increases in most re-355

gions, such as North America, North Africa and West Asia. In contrast, the standard356

deviation in Greenland and Southern Ocean shows a significant reduction, likely due to357

diminished ice coverage (Räisänen, 2002; Gao et al., 2015). These trends are consistent358

with the observational data (Huntingford et al., 2013) and ESM simulations using other359

models (Olonscheck & Notz, 2017). The performance of the emulator is the least sat-360

isfactory in regions associated with the most significant trends. For example, the enhanced361

variance in North Africa is not captured, and the decreasing trend in the Southern Ocean362
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(c)

Figure 7. Standard deviation of Jun-Aug daily maximum temperature, averaged over (a)

2000-2009, (b) 2090-2099 of the SSP5-8.5 scenario, and (c) 2090-2099 of the SSP1-2.6 scenario.

Each subfigure shows the true mean from CNRM-CM6-1-HR ESM, two sample emulations, aver-

age of 10 emulations, error of 10 emulations, and the error of 10 ML emulations.
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is only partially reproduced. These limitations can be alleviated by relaxing the assump-363

tion of the emulator that cross-EOF correlations L̂s are constant, which is explored in364

§4.2. Nonetheless, the underlying climate dynamics, such as the removal of polar am-365

plification due to the loss of ice coverage, is non-linear and non-local, requiring more ju-366

dicious treatment in the construction of emulators. In the SSP1-2.6 scenario (figure 7c),367

changes of standard deviation progress more slowly, and the corresponding emulation368

errors are less severe than in the SSP5-8.5 scenario.369

We visualize in figure 8 the 97.5% quantile as an example of extreme temperature.370

It is important to note that the baseline temperature for anomalies in figure 8 di↵ers from371

that in figure 6; here, it is based on the 1850-1900 97.5% quantile rather than the 1850-372

1900 average. Within 2000-2009, the emulated quantile (figure 8a) is less accurate than373

the mean (c.f. figure 6a), which is anticipated due to the compounded error from the em-374

ulated standard deviation a↵ecting the quantile estimation. Moreover, the predicted quan-375

tile exhibits greater uncertainty across di↵erent emulations, further contaminating the376

accuracy of averaged emulations. In SSP5-8.5 2090-2099 (figure 8b), the increase of quan-377

tile is similar to the mean (figure 6b) at most locations. An interesting trend can be ob-378

served in South Asia: the quantile grows more significantly than the mean in India but379

slightly decreases in Ganges Delta. Since the standard deviation in South Asia remains380

approximately una↵ected by the global warming, the change of extreme temperature pre-381

dominantly indicates heavier or thinner tails of the probability distribution. These trends382

are successfully identified by the emulator. The highest error of the emulated quantile383

occurs in Greenland and the Southern Ocean, due to the overestimated standard devi-384

ation as discussed in figure 7. Other error patterns primarily originate from the inter-385

nal variability, as explored by analyzing the temporal evolution of the emulated quan-386

tile from 2010 to SSP5-8.5 2100 (Appendix Appendix A). When applied to the testing387

data under the SSP1-2.6 scenario (figure 8c), the emulator e↵ectively captures the warm-388

ing patterns of extreme temperatures with accuracy comparable to the training data in389

figures 8(a,b). Using the ML model for long-term trends does not improve the quantiles390

of TMX in SSP1-2.6 scenario.391

The probability density functions of local TMX are plotted in figure 9 at three 1�⇥392

1� small regions that include major cities: Boston, situated in proximity to the Atlantic393

Ocean; Tehran, featured by the semi-arid climate with hot dry summers; Shanghai, char-394

acterized by the subtropical maritime monsoon climate. All these locations exhibit a sig-395

nificant increase of the extreme temperature in SSP5-8.5 scenario (c.f. figure 8). Over-396

all the emulated PDFs closely match their true profiles, although the deviations in the397

SSP5-8.5 scenario are more appreciable. Since the size of samples (3,680) to estimate the398

true PDF might be insu�cient, we quantify the uncertainty by bootstrap resampling,399

as marked by red shaded regions in figure 9. The uncertainty of emulated PDFs are quan-400

tified using one standard deviation of ten emulations, as shown by blue shaded areas.401

Taking the uncertainty of PDFs into consideration, the mismatch between emulated and402

true profiles are less severe. Note that the non-Gaussian shape of the PDF at Tehran403

(middle row in figure 9) is accurately replicated by the emulator, due to the e↵ect of mix-404

ing instantaneous Gaussian TMX with di↵erent mean and variance, as discussed at the405

end of §3.2. The accurate emulation of the PDFs demonstrate the capacity of the em-406

ulator to predict any statistics of theoretical and practical interest, including skewness,407

kurtosis, and climate extreme indices.408

The performance of the emulator in di↵erent seasons is examined by the root-mean-409

square error (RMSE) of the statistics and summarized in figure 10. Given a statistic of410

the reference daily maximum temperature Q and its estimation Q̂, the RMSE is defined411

as,412

RMSE =

✓
1

S

Z

S

⇣
Q̂�Q

⌘2
cos ✓d✓d'

◆1/2

. (12)
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(c)

Figure 8. Extreme anomaly of Jun-Aug daily maximum temperature, quantified by the 97.5%

quantile of local TMX distribution. The quantiles are evaluated using data from (a) 2000-2009,

(b) 2090-2099 of the SSP5-8.5 scenario, and (c) 2090-2099 of the SSP1-2.6 scenario. Each sub-

figure shows the true mean from CNRM-CM6-1-HR ESM, two sample emulations, average of

10 emulations, error of 10 emulations, and the error of 10 ML emulations. Reference: 1850-1900

Jun-Aug 97.5% quantile of TMX.
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2000-2009 
Jun-Aug

2090-2099
Jun-Aug
SSP5-8.5

2090-2099
Jun-Aug
SSP1-2.6

42oN, -71oE 36oN, 51oE 31oN, 122oE

Figure 9. Probability density function (PDF) of local daily maximum temperature, averaged

over three 1�⇥1� regions that include major cities. Left to right columns: Boston (42�N ,�71�E),

Tehran (36�N ,51�E) and Shanghai (31�N ,122�E). Red dashed line: CNRM-CM6-1-HR simula-

tion data; red shaded region: uncertainty of the true PDF computed by bootstrapping; solid line:

10 emulations; blue shaded region: uncertainty of PDf quantified by one standard deviation of 10

emulations. The PDF are evaluated in decadal windows: (top row) historical, 2000-2009; (middle

row) 2090-2099, SSP5-8.5 scenario; (bottom row) 2090-2099, SSP1-2.6 scenario. TMX are shown

using degree Celsius.

The error in mean TMX remains relatively consistent across seasons and future scenar-413

ios. Similarly, the standard deviation error is nearly stationary and independent of sea-414

sons over historical periods. However, in SSP5-8.5 future scenario, seasonal variation be-415

comes more pronounced, with the error in Sep-Nov at the end of the century almost dou-416

bling that of Dec-Feb. The end period of SSP5-8.5 scenario is the most di�cult to pre-417

dict, because of the reduced representation accuracy of leading EOFs trained from his-418

torical data. Additionally, the availability of only a single realization limits the emula-419

tor’s ability to accurately estimate the most extreme warming conditions. The more pro-420

nounced error in Sep-Nov is due to the more significant influence of global warming on421

Sep-Nov statistics of TMX. Specifically, the Sep-Nov standard deviation of TMX is de-422

creasing not only in the Southern Ocean, but also in the Arctic, which are not accurately423

captured by the emulator (see Appendix B for global distribution of standard deviations).424

The SSP1-2.6 future scenario exhibits similar seasonal error variations, albeit with gen-425

erally lower magnitudes compared to SSP5-8.5. Regarding the 97.5% quantiles, their RMSE426

patterns align closely with those observed for the standard deviation, reflecting the same427

underlying climate dynamics. Despite these seasonal variations, the overall error mag-428

nitude remains relatively consistent across all four seasons throughout the emualated time429

and scenarios, which justifies the application of the emulator across the entire annual cy-430

cle.431
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Figure 10. Root-mean-square error of the mean, standard deviation, and 97.5% quantile

of TMX in di↵erent seasons. Solid lines: historical and SSP5-8.5 future scenario; dashed lines:

SSP1-2.6 future scenario. Blue, green, red, yellow: errors averaged in Dec-Feb, Mar-May, Jun-

Aug, Sep-Nov.

4.2 Emulation of MPI-ESM1-2-LR large-ensemble dataset432

When a large ensemble of realizations are available, the assumption of constant cross-433

mode covariance in the emulator (equation 9) can be relaxed. Specifically, we general-434

ize the emulator of EOF time series (equation 6) by modeling l̂s,ij as a function of the435

global mean temperature,436

âs,i(t, !̂) = µ̂s,i (Ts,g) +
IX

j=1

l̂s,ij (Ts,g) ⌘̂s,j(t, !̂), i = 1, 2, . . . , I. (13)

In order to estimate the relation between l̂s,ij and Ts,g, we follow similar procedures as437

§3.2. Given the true EOF time series a(t), we remove the linear trends of seasonal mean438

µ̂s(Ts,g), compute the covariance of as�µ̂s in each year, and perform Cholesky decom-439

position of the covariance matrix,440

⌃̄s(t) =
D
(as � µ̂s) (as � µ̂s)

>
E

s!
, ⌃̄s(t) = L̄s(t)L̄

>
s (t), (14)

where h·is! denotes an average over the ensemble and season s in each year. An intu-441

itive but risky idea is modelling each entry of ⌃̄s(t) as a linear function of the global mean442

temperature. Such a strategy cannot guarantee the positive definite property of the es-443

timated covariance matrix. This limitation can be overcome by modelling L̄s(t) as lin-444

ear functions of Ts,g,445

L̂s(Ts,g) = P̂s,0 + Ts,gP̂s,1. (15)

Since L̂s(Ts,g) is lower triangular, P̂s,0 and P̂s,1 inherit this property, and each of their446

non-zero entries is computed by the method of least squares. Multiplying as � µ̂s by447

L̂�1
s (Ts,g), we can extract the time series that are approximately uncorrelated in each448

season of each year,449

⌘s(t, !) = L̂�1
s (Ts,g) (as(t, !) � µ̂s) . (16)
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MPI-ESM1-2-LR (50 members) Error of 50 emulations Error of 50 COV emulations
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Figure 11. Statistics of Jun-Aug daily maximum temperature of MPI-ESM1-2-LR dataset

and the emulations. All the statistics are evaluated in 2090-2099 of the SSP5-8.5 scenario. (a)

Mean anomaly from 1850-1900; (b) Standard deviation; (c) Anomaly of 97.5% quantile of local

TMX distribution from the 1850-1900 value.

The autocorrelation of each component of ⌘s will be used to generate Gaussian processes.450

The remaining procedures for constructing the emulator are the same as in §3.2 and there-451

fore not repeated here for conciseness.452

Although the generalization introduced in (13-15) has the potential to improve the453

performance of the emulator, it is only applicable when the data are su�cient to obtain454

converged time-dependent covariance matrices. A minimum requirement for the amount455

of data is that the number of samples for computing the covariance matrix (14) must456

exceed the number of EOFs, or equivalently the size of ⌃̄s(t). This requirement is not457

satisfied by the CNRM-CM6-1-HR dataset. For example, in Northern Hemisphere sum-458

mer of every year we have 92 samples to compute ⌃̄s(t), but the number of EOFs used459

in the emulator is 2,000. As a result, the computed covariance matrix is not even full460

rank, consisting of spurious correlations that contaminate the dependence on time or global461

mean temperature.462

To distinguish from the emulator introduced in §3.2, all the results generated us-463

ing (13-15) will be termed as COV emulations. Both types of emulators are applied to464

the MPI-ESM1-2-LR dataset to compare their performance. Di↵erent from the CNRM-465

CM6-1-HR dataset that requires 2,000 EOFs to represent 95% of the total variance, only466

1,000 EOFs are su�cient to model the MPI-ESM1-2-LR dataset due to lower spatial res-467

olutions. All the 50 realizations of the historical and SSP5-8.5 scenarios are used to com-468

pute the EOFs and train the stochastic emulators of the EOF time series.469

Since the error of emulated statistics were highest in SSP585 2090-2099 for the CNRM-470

CM6-1-HR dataset, we focus on this time window to compare the performance of the471

emulators. The results are visualized in figure 11. Overall the warming trend predicted472

by MPI-ESM1-2-LR model is less pronounced than the CNRM-CM6-1-HR model, which473
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Figure 12. (a) Absolute and (b) Relative root-mean-square error of emulated statistics ver-

sus the number of realizations used for training the emulator. The statistics are evaluated in

SSP5-8.5 2090-2099 Jun-Aug. Dashed lines: error of 50 emulations; Solid lines: error of 50 COV

emulations. Blue, green, black: error of the mean, standard deviation, and 97.5% quantile. The

relative errors in (b) are normalized by the values associated with the smallest N!.

is consistent with previous studies on equilibrium climate sensitivity of ESMs (Tokarska474

et al., 2020). In figure 11a, the error of the mean anomaly of both emulators are almost475

identical, which is expected since the same linear model is adopted for the seasonal mean476

of EOF coe�cients. The error of local standard deviation, as shown in panel b, is sig-477

nificantly reduced by modeling the variations of covariance matrix. For example, the high-478

est errors in North Africa and the Southern Ocean are decreased by approximately 2�C,479

which confirms the speculation in §4.1 that these errors are mostly associated with time-480

dependent cross-mode correlations. As a result of more accurate estimation of local vari-481

ance in COV emulations, the quantiles in panel c are also reproduced with lower errors.482

To assess the influence of ensemble size of the training data on both emulators, we483

calculated the root-mean-square error (RMSE) of the emulated statistics. The results484

are reported in figure 12 for the mean, standard deviation, and 97.5% quantile in SSP5-485

8.5 2090-2099 Jun-Aug. When N! realizations are available for training the emulator,486

the true statistics Q are also evaluated using the same N! realizations, while the em-487

ulators are always performed 50 times to generate converged statistics, Q̂. In panel a,488

compared with the constant-covariance emulator (dashed lines), the COV emulator (solid489

lines) achieves approximately 40% error reduction in the standard deviation and 30%490

in the quantile. However, the COV emulator requires at least ten realizations to ensure491

the positive definiteness of the covariance matrices. To highlight the dependence of em-492

ulation error on the ensemble size N!, the RMSE is normalized by the value associated493

with the smallest N! attempted. The results are shown in figure 12b. For the constant-494

covariance emulator (dashed lines), as the size of ensemble is increased from one to ten,495

the RMSE of mean, standard deviation and quantile are respectively decreased by 12%,496

4.5% and 3.0%. These error reductions suggest that the emulation accuracy is generally497

improved when the impact of climate internal variability is alleviated in the training data.498

Such a trend is also consistent with conclusions of previous studies (Tebaldi et al., 2021)499

that approximately ten realizations are required to capture the ensemble variance ac-500

curately. As the ensemble size reaches 50, further error reduction becomes negligible for501

the standard deviation (green dashed) and quantile (black dashed), suggesting dimin-502

ishing returns from larger training datasets. In contrast, the COV emulator shows con-503

tinued improvement, with a reduction in error of 1.4% for the standard deviation and504

4.0% for the quantile, since larger-ensemble data can still help improve the emulated co-505

variance matrices. Despite these gains, the COV emulator constructed with ten ensem-506

ble members already provides an accurate estimation of the statistics of extreme tem-507

perature. These results indicate that as long as the amount of training data are su�-508
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cient to construct the COV emulator, the performance of the emulator is robust against509

the ensemble size of realizations.510

5 Conclusions and Discussion511

We have developed a framework of a spatially resolved stochastic emulator that es-512

timates the full statistics of climate extremes. The emulator was trained and tested us-513

ing the daily maximum temperature data from CNRM-CM6-1-HR and MPI-ESM1-2-514

LR Earth system simulations in CMIP6. To reduce the dimensionality of the global cli-515

mate system and achieve speedy emulations, we extract empirical orthogonal functions516

of daily maximum temperature data and assume their shapes remain unchanged across517

di↵erent climate change scenarios. The time series of EOF coe�cients are decomposed518

as the combination of long term trends of seasonal statistics and conditionally Gaussian519

daily fluctuations. The former, including seasonal mean and variance, are approximated520

as linear or machine-learned functions of the global mean temperature, while the daily521

fluctuations are modeled as Gaussian autoregressive processes that are scaled by the cross522

correlations of di↵erent EOFs.While the statistics of the emulator, conditioned on sea-523

son and global mean temperature, are assumed to be Gaussian, the long term statistics524

of the model do not produce normal distribution due to variation of the global mean tem-525

perature. However, the possibility of heavy tailed daily temperature fluctuations is not526

covered and is left for future work.527

The performance of the emulator is evaluated on the CNRM-CM6-1-HR dataset528

due to its high spatial resolution. Trained on historical and SSP5-8.5 scenario, the em-529

ulated time series accurately reproduce the evolution of the seasonal mean and the Fourier530

spectra of daily fluctuations. After generating the spatiotemporal evolution of the in-531

stantaneous daily maximum temperature, the emulator’s performance is systematically532

evaluated on the ten-year Jun-Aug statistics, including the mean, standard deviation,533

quantile, and the full probability density function. Remarkably, the emulator reproduces534

the quantile anomaly in response to climate change and e↵ectively captures the non-Gaussian535

profiles of the local PDF. When tested on the SSP1-2.6 scenario that is not included in536

the training data, the full statistics are also accurately predicted, which demonstrates537

the potential of the emulator to be applied to various climate change scenarios. While538

using neural networks to represent the impact of global warming improves the emula-539

tor’s performance on the training SSP5-8.5 scenario compared to linear functions, this540

improvement does not extend to the SSP1-2.6 scenario used for validation.541

Based on MPI-ESM1-2-LR large-ensemble datasets, we further developed the em-542

ulator by modelling the variation of the cross-mode covariance as linear functions of the543

global mean temperature. Such a refinement helps reduce the root-mean-square error544

of emulated local statistics by 50%. By progressively increasing the number of ensem-545

ble members in the training data, we assessed the impact of climate internal variabil-546

ity on performance of both emulators. Overall the RMSE of statistics decrease with larger547

ensemble. When more than ten members are included, the accuracy of the constant-covariance548

emulator approximately saturates, but COV emulator shows continued improvement. As549

long as there are su�cient training data to construct the COV emulator, its performance550

remains relatively stable regardless of the ensemble size of realizations.551

There are numerous pathways for generalizing the emulator to further improve its552

accuracy, and we outline a few possibilities below. First, the time-lagged covariance be-553

tween di↵erent EOFs can be included into the emulator to achieve a better estimation554

of the full probability distribution of local temperature (Wan et al., 2021). Second, in-555

stead of using the global mean temperature as the driver, the emulator can be param-556

eterized using the emission history of greenhouse gases, the equivalent radiative forcing,557

or aerosol concentrations (Castruccio et al., 2014; Freese et al., 2024). Such an exten-558

sion will take into account the memory e↵ect and facilitate the application of the em-559
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ulator into scenarios where the evolution of global mean temperature is non-monotonic.560

Third, the Empirical Orthogonal Functions can be replaced by more state-of-the-art deep561

learning methods, such as Autoencoders, to nonlinearly reduce the dimensionality of the562

climate system (Kramer, 1991). Lastly, a recently proposed non-intrusive machine-learning563

framework shows promise for further improving the emulator’s accuracy (Barthel Sorensen564

et al., 2024). This approach focuses on learning a debiasing operator that takes the em-565

ulated time series of temperature fields as input and corrects them to better match the566

reference data from ESMs. Once trained on a few scenarios, this debiasing operator can567

be applied to correct the emulations in other unseen climate change scenarios. Despite568

these potential enhancements, the emulator successful estimation of extreme tempera-569

ture statistics is promising and suggests its applicability to other variables, such as hu-570

midity, precipitation, and wind speed, which will better assist with risk management of571

climate extremes.572

Appendix A Temporal evolution of emulated quantile in SSP5-8.5 sce-573

nario574

In this appendix, we provide more details about the temporal evolution of statis-575

tics of extreme temperature in SSP5-8.5 scenario. Similar to figure 8, we evaluate the576

97.5% quantile of the local TMX using ten-year Jun-Aug data. The anomaly of quan-577

tiles against 1850-1900 reference are visualized in figure A1 and A2 from 2010 to 2089.578

Overall the regions with the most rapid increase of extreme temperature are correctly579

identified by the emulator. Two categories of error patterns can be observed. The first580

type is relatively independent of time, such as the overestimated quantile in Greenland.581

The second type is more stochastic, sometime even changing signs across di↵erent time582

windows, such as the North America and southern Africa. These error patterns are prob-583

ably associated with the internal variability of the global climate system and require more584

realizations of the Earth system simulations to converge.585

Appendix B Emulated statistics in other seasons586

This appendix presents the statistics of TMX across di↵erent seasons and their cor-587

responding emulation errors. The local standard deviation in 2090-2099 of the SSP5-8.5588

scenario is shown in figure B1. In Dec-Feb, the error reaches its maximum in the Arc-589

tic, contrasting with the Jun-Aug pattern where the error peaks in the Southern Ocean590

(c.f. figure B1). This seasonal di↵erence is likely associated with the sea ice coverage.591

During Dec-Feb, Antarctic sea ice consistently retreats almost to the coastline in both592

historical and global warming scenarios. Therefore, the standard deviation of TMX in593

this season is less a↵ected by warming conditions compared to Jun-Aug. Mar-May and594

Sep-Nov present a more complex picture. During these transitional seasons, sea ice cov-595

erage in both polar regions is highly sensitive to climate change. The emulator strug-596

gles to capture the associated trends in standard deviations, resulting in high errors in597

these areas. The error patterns of 97.5% quantile are analogous to the standard devi-598

ation, as shown in figure B2.599
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Figure A1. Extreme anomaly of ten-year Jun-Aug daily maximum temperature, quantified

by the 97.5% quantile of local TMX distribution. The quantiles are evaluated for SSP5-8.5 sce-

nario within 2010-2019, 2020-2029, 2030-2039, 2040-2049, respectively. Reference: 1850-1900

Jun-Aug 97.5% quantile of TMX.
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Figure A2. Same as figure A1, but shown for 2050-2059, 2060-2069, 2070-2079, 2080-2089,

respectively.
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Figure B1. Standard deviation of ten-year seasonal daily maximum temperature, evaluated

for Dec-Feb, Mar-May, and Sep-Nov in 2090-2099 of the SSP5-8.5 future scenario.
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Figure B2. Extreme anomaly of ten-year seasonal daily maximum temperature, quantified by

the 97.5% quantile of local TMX distribution. The quantiles are evaluated for Dec-Feb, Mar-May,

and Sep-Nov in 2090-2099 of the SSP5-8.5 future scenario.. Reference: 1850-1900 97.5% quantile

of TMX of each season.

References607

Alexee↵, S. E., Nychka, D., Sain, S. R., & Tebaldi, C. (2018). Emulating mean608

patterns and variability of temperature across and within scenarios in anthro-609

pogenic climate change experiments. Climatic Change, 146 , 319–333.610

Allen, S., Barros, V., (Canada, I., (UK, D., Cardona, O., Cutter, S., . . . (USA, T.611

(2012, nov). Managing the Risks of Extreme Events and Disasters to Advance612

Climate Change Adaptation. Special Report of Working Groups I and II of the613

Intergovernmental Panel on Climate Change. doi: 10.13140/2.1.3117.9529614

Amaya, D. J. (2019). The pacific meridional mode and enso: A review. Current Cli-615

mate Change Reports , 5 (4), 296–307.616

AON. (2020). Weather, climate & catastrophe insight, 2020 annual report.617

Arbabi, H., & Sapsis, T. (2022). Generative stochastic modeling of strongly non-618

linear flows with non-gaussian statistics. SIAM/ASA Journal on Uncertainty619

Quantification, 10 (2), 555–583.620

Barriopedro, D., Fischer, E. M., Luterbacher, J., Trigo, R. M., & Garćıa-Herrera, R.621
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