A Multi-Scale Deep Learning Framework for Projecting Weather Extremes
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Abstract

Weather extremes are a major societal and economic hazard, claiming thousands of lives and causing billions of dollars in damage every year. Under climate change, their impact and intensity are expected to worsen significantly. Unfortunately, general circulation models (GCMs), which are currently the primary tool for climate projections, cannot characterize weather extremes accurately. To address this, we present a multi-resolution deep-learning framework that, firstly, corrects a GCM’s biases by matching low-order and tail statistics of its output with observations at coarse scales; and secondly, increases the level of detail of the debiased GCM output by reconstructing the finer scales as a function of the coarse scales. We use the proposed framework to generate statistically realistic realizations of the climate over Western Europe from a simple GCM corrected using observational atmospheric reanalysis. We also discuss implications for probabilistic risk assessment of natural disasters in a changing climate.

1 Introduction

The development of extreme weather under climate change is of growing concern for many stakeholders across the globe, including civil society, governments, and businesses [1–3]. The assessment of the risks associated with weather extremes is thereby highly critical. Quite often, the most unlikely events in the tail of a hazard’s probability distribution are also the most devastating. Because of their unlikely nature, their statistics are difficult to predict, even more so on a regional scale [4]. In addition, the effects of climate change are expected to vary across weather perils, making exploration of catastrophic scenarios even more challenging.

Extreme weather risk is often estimated by generating ensembles of possible climate states using global circulation models (GCMs). Unfortunately, ensemble size and resolution are insufficient to characterize tail events properly. Even at high resolution, GCMs suffer from statistical biases [5] which can lead to the incorrect characterization of extreme-weather inducing processes (e.g., blocking events [6]). Moreover, high-resolution GCMs require vast computing resources. Hence, to create large ensembles that provide a better statistical sampling, simple GCMs and coarse resolutions have to be employed. However, these simulations will be polluted with severe biases.

To remedy these issues, one strategy is to leverage the wealth of observational data available about the Earth system and the power of machine learning [7]. This can be pursued either in a purely data-based
We introduce a multi-resolution deep learning framework for accelerating the simulation of weather extremes. We combine a physics-based GCM run at coarse resolution with machine-learning models trained on observational data to reduce the biases and enhance the resolution of the GCM simulation. The key ingredients are a) a compact, multi-scale representation of physical processes on the sphere which efficiently captures energy transfers across scales; b) novel statistical loss functions which place emphasis on extreme values and space–time coherency; and c) a divide-and-conquer training strategy which enables training of regional models at high spatial resolution. The full-scale debiased simulation provides a complete view of risk at arbitrary resolution which decision makers can use to investigate near-present scenarios and assess their vulnerability to catastrophic weather events.

2 Methods

We start from coarse-resolution runs of a simple but fast GCM polluted by strong biases. Based on these, we proceed in two steps; see Figure 1. First, we correct the low-order and tail statistics of the GCM output at coarse scales to match the statistics of observations. Second, we enhance the resolution of the debiased GCM output by reconstructing the finer scales as a function of the coarse ones. In both steps, the ground truth is reanalysis data, a blend of observations and past forecasts which provides the most realistic picture of past atmospheric states that is available.

Decomposition of spatial scales The dynamics of the atmosphere are characterized by a wide range of scales, from thousands of kilometers to a few meters. To delineate coarse- and fine-scale phenomena, we use a discrete spherical wavelet frame [17] which provides a mathematically robust framework for scale separation and allows us to achieve a good balance between spatial and frequency localization. Each physical variable is decomposed on a set of wavelet levels of increasing granularity, with lower levels capturing large-scale spatial features (Figure 2a). At each level, the locations of the wavelet centers are chosen as in [18] so as to guarantee the existence of a fast transform. This is important for manipulating very large climate ensembles at high spatial resolution. This also enables a highly efficient divide-and-conquer strategy whereby a multitude of small, local neural networks (one for each wavelet location) are trained concurrently, with communication between models being through a custom loss function (described below). More details are available in Section A.1.
Step 1: Bias-correction of coarse GCM output  The wavelet coefficients of the coarse, biased GCM output are mapped into a different set of wavelet coefficients whose statistics match those of coarse-scale observations; specifically, ERA5 reanalysis [19]. The bias-correction step is formulated as a semi-supervised learning problem whereby reanalysis data is used as target for all GCM ensemble members. For each wavelet center, we employ an LSTM-based neural network whose input consists of time series for that center and its nearest neighbors. To capture energy transfers across scales—a landmark of turbulent flows—the input to the network also includes wavelet centers that belong to coarser wavelet levels. This defines a cone of influence for the center under consideration (Figure 2b). From this input, the model outputs a time series whose statistics are required to match those of reanalysis data. Once the models have been trained, the statistically-corrected time series are assembled and transformed back from wavelet to physical space to produce bias-corrected realizations of coarse-scale atmospheric dynamics.

Step 2: Reconstruction of small-scale features  The ensemble obtained from Step 1 has the same resolution as the GCM on which it is based (typically, cells of size 250–500 km). To achieve a higher resolution and be able to describe the local effects of extreme events, small-scale structures must be added. This is done with a second machine-learning step whose task is to reconstruct the fine scales (i.e., those below the GCM resolution) as a function of the coarse scales (i.e., those resolved by the GCM). The algorithm is trained on ERA5 reanalysis data in a supervised setting and tested on the debiased output from Step 1. Each wavelet center is assigned a TCN-based model that operates on a multi-scale cone of influence. Wavelet levels can be trained in parallel, but this might lead to error accumulation across levels at testing time. To combat this, we employ a sequential strategy akin to imitation learning [20] whereby the input to each model is replaced with model predictions from previous levels. This improves robustness of the predictions, especially for the coarser levels.

Statistical loss functions  In Step 1, the models are trained using statistical loss functions; this is a key innovation of our framework. We consider two classes of statistical losses: quantile losses, which capture heavy tails and extreme values; and spectral losses, which capture cross-correlations between wavelet centers. The former guarantee that the frequency and amplitude of extreme weather events in the output is consistent with reanalysis data. The latter guarantee space–time coherency of the output with respect to wave propagation and transport phenomena. These losses are computed over several decades of weather data to ensure convergence of the statistics with respect to sample size (see Section A.2). Crucially, enforcing statistical consistency with reanalysis data still allows for variability of events in the output, especially the most extreme ones. In Step 2, statistical losses are used as regularizers, with the MSE loss (or a variant of it that emphasizes extreme values [21]) being the main driver for the optimization.
3 Results

Experimental protocol To demonstrate the potential of the framework, we use SPEEDY [22, 23] as our simplified GCM. The GCM runs are at the T47 resolution (about 300 km), thereby covering wavelet levels 1–5 in full. The target resolution for the downscaled output is about 80 km, corresponding to wavelet level 8. Our models are trained on vorticity and divergence close to the ocean surface ($\sigma$-level 0.95). For the debiasing step (Step 1), each model consists of a one-layer LSTM cell with hidden size 60 followed by a linear layer and a residual block. Step 1 is trained on 5 GCM runs, each spanning 10 years; validation and testing are performed on two additional runs. For the downscaling step (Step 2), each model consists of a TCN block with 4 channels of size 64 and kernel size 2. Step 2 is trained on 30 years of reanalysis data, and the remaining 10 years are used for validation and testing. Experiments are performed on Tesla V100 GPUs hosted on AWS. Training time on a single GPU is about 24 hours for Step 1 and about 60 hours for Step 2.

Validation To assess performance, we transform the full-resolution wavelet time series that are produced by our algorithm back to physical space and consider a number of metrics defined at fixed locations across Western Europe. Since our main goal is risk quantification, our success metrics are largely statistical in nature. We also rely on visual inspection of movies by domain experts to evaluate realism of the machine-learning output. Figure 3 shows that the debiasing models are able to correct the statistics of the GCM output at coarse scales. The fine-scale features added by the models from Step 2 bring the statistics of the full-resolution output even closer to the ERA5 ground truth. The machine-learning simulation looks remarkably realistic. Numerous fronts, which are not present in the coarse-scale GCM simulation, are clearly visible in the machine-learning output, emerging, propagating, and breaking as in the reanalysis. Additional results are presented in Section A.3.

4 Discussion

With the proposed framework, million-year simulations of weather extremes are becoming within reach, enabling more accurate quantification of catastrophic weather events. This will allow us to meet the growing demand from decision makers for global simulations that capture all types of dependencies across multiple regions and perils. These large ensembles can also be subsampled to create event simulations conditioned on a particular climate-change scenario (e.g., how would the combination of La Niña with a positive AMO index affect hurricane activity?). This will considerably improve the estimation of the tail risks associated with weather extremes as they are affected by
climate change. From a technical standpoint, several aspects warrant further investigation. In particular, it would be desirable to incorporate more physics into the machine-learning models, either in the form of soft constraints (e.g., a shallow-water PDE loss) or directly in the network architecture.
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A Appendix

A.1 Training strategy

The spherical wavelet decomposition provides a multi-scale representation of physical variables on the sphere. Beside scale separation, it is also used to reduce the dimensionality of the input. At full ERA5 resolution, the spatial field at each time step is represented on a 721-by-1440 grid. In wavelet space, the same spatial field can be represented almost losslessly using 9 wavelet levels and fewer than 700,000 wavelet coefficients, a nearly 30% reduction compared to the physical grid.

Despite this compression, the size of the datasets on which the machine-learning algorithm is trained can be large due to the temporal resolution (3-hourly) and extent (several years) of the time series for each wavelet coefficient. This bottleneck is exacerbated by the fact that the GCM dataset is an ensemble of realizations. This makes it impossible to fit the entire dataset into the memory of a single GPU. Multi-GPU training would be one solution but would also ultimately become impractical as more physical variables are added to the training. Another alternative would be to split the time series into small (e.g., monthly) chunks for mini-batching. However, this is incompatible with the statistical loss functions used in Step 1 as the latter require thousands of samples.

To circumvent the memory issue, we deploy a divide-and-conquer strategy (Figure 4) whereby a multitude of small, local models (one for each wavelet center) are trained concurrently, with communication between models being through the loss function. This strategy is computationally more efficient and less memory-intensive than one in which all wavelet centers are handled by one large model. To minimize the memory footprint, each optimization step consists of one gradient-free forward pass through all the models, combined with a series of gradient-equipped forward passes executed in sequence for each individual model (Figure 5). In this way, we never store more than one computational graph in memory at any given time. Conceptually, this strategy is similar to locally freezing certain components of one large model.

A.2 Statistical loss functions

Computational considerations We use statistical loss functions that ensure that the temporal statistics of the machine learning output are consistent with the observation-based reanalysis. Consistency is enforced in wavelet space, i.e., between the time series of wavelet coefficients. The statistical losses operate on a single wavelet center \( y(t) \), where we have a quantile loss, as well on neighborhoods of wavelet centers \( y(t) \), where we use a cross-spectrum loss. For a given statistical property \( S \), our loss functions \( L \) take the form

\[
L(y_{\text{out}}, y_{\text{obs}}) = \text{MSE}(S(y_{\text{out}}), S(y_{\text{obs}})),
\]

with the subscripts “out” and “obs” denoting the machine-learning output and the observed value from reanalysis, respectively. To capture the temporal statistics accurately, the time series used in the
Figure 4: Overview of the divide-and-conquer strategy used for training. In addition to alleviating the memory load, this approach allows the training of regional neural network models at high spatial resolution.

Figure 5: Sketch of one optimization step with forward passes applied sequentially without and with gradient computations.

loss function must contain a sufficiently large number of samples. In Step 1, the times series used to compute the losses extend over a 10-year interval, which is computationally made possible by the divide-and-conquer strategy described above that alleviates memory issues. In Step 2, the statistical losses are mainly used as regularizers and shorter (1-year) time series can be used.

Quantile loss The quantile loss matches the quantiles of an individual machine-learned time series with its reanalysis counterpart. It is defined as

\[
\mathcal{L}(y_{\text{out}}, y_{\text{obs}}) = \text{MSE}(q(y_{\text{out}}), q(y_{\text{obs}})),
\]

where \(q\) is a vector containing the \(q\)-th quantiles of \(y(t)\). If \(q\) is specified as a vector of evenly spaced numbers between 0 and 1, then the quantile loss is equivalent to matching the marginal distributions of the individual time series. In practice we have found that no more than a dozen quantiles are required to properly capture the distributions. Importantly, since we are interested in extreme events, we place special emphasis on the distribution tails by using a non-uniform spacing of the quantiles; for instance,

\[
q = [0 0.001 0.01 0.1 0.3 0.5 0.7 0.9 0.99 0.999 1].
\]
We also tried a version of (2) similar to the cross-entropy loss but the results were inferior compared to (2).

**Cross-spectrum loss** Temporal dependencies between two real time series \( x(t) \) and \( y(t) \) is measured by the cross-correlation, defined as the temporal convolution between \( x \) and \( y \):

\[
a_{x,y}(\tau) = \int_{-\infty}^{\infty} x(t)y(t + \tau) \, dt. \tag{4}
\]

Since the Fourier transform diagonalizes the convolution operator, one can equivalently compute the cross-spectrum \( \Gamma_{x,y} \) between two signals \( x \) and \( y \):

\[
\Gamma_{x,y}(\omega) = \mathcal{F}[a_{x,y}](\omega), \tag{5}
\]

where \( \mathcal{F} \) denotes the Fourier transform and \( \omega \) a temporal frequency. The cross-spectrum is a complex-valued quantity and therefore can be written in polar form as

\[
\Gamma_{x,y}(\omega) = A_{x,y}(\omega) \exp(j\Phi_{x,y}(\omega)), \tag{6}
\]

with \( A \) denotes the real-valued cross-spectrum amplitude and \( \Phi \) the phase. The former quantifies how energy is distributed among frequencies and the latter contains information about how these frequencies align with each other in time. Hence, the cross-spectrum can be used to capture propagation of wave and energy between neighboring wavelet centers.

We therefore define the cross-spectrum loss between a particular center and its neighbors as

\[
\mathcal{L}(y_{\text{out}}, y_{\text{obs}}) = \text{MSE}(A_{y_{\text{out}}, y_{\text{obs}}}(\omega), A_{y_{\text{obs}}, y_{\text{obs}}}(\omega)) + \text{MSE}(\Phi_{y_{\text{out}}, y_{\text{obs}}}(\omega), \Phi_{y_{\text{obs}}, y_{\text{obs}}}(\omega)). \tag{7}
\]

In practice, we found that penalizing real and imaginary parts to be more robust during training, and we therefore prefer

\[
\mathcal{L}(y_{\text{out}}, y_{\text{obs}}) = \text{MSE}(\text{Re}[\Gamma_{y_{\text{out}}, y_{\text{obs}}}(\omega)], \text{Re}[\Gamma_{y_{\text{obs}}, y_{\text{obs}}}(\omega)]) + \text{MSE}(\text{Im}[\Gamma_{y_{\text{out}}, y_{\text{obs}}}(\omega)], \text{Im}[\Gamma_{y_{\text{obs}}, y_{\text{obs}}}(\omega)]). \tag{8}
\]

Additional emphasis can be placed on the high frequencies by using a log-transform of \( \Gamma \) in the loss function. Note that if \( y \) is appended to the vector of neighbors \( y \), then the cross-spectrum loss also captures the auto-correlation between the wavelet center \( y \) and itself.

### A.3 Additional results

In this appendix we present additional results that consider the two steps of our algorithm separately.

**Step 1: Debiasing the coarse scales** Figure 6 demonstrates how the debiasing algorithm is able to correct the statistical biases of the SPEEDY model in terms of temporal probability distribution function and spectrum. The agreement of the debiased output with coarse-scale observations is very good, especially in the tails of the distributions where extreme events reside. Figure 7 shows that the machine-learning algorithm is able to correct the monthly distributions of vorticity and match them with reanalysis data. The top and bottom monthly quantiles are captured well, which is critical for extreme events. The monthly mean trends of the debiased output are also consistent with observations. This is confirmed in the seasonal averages shown in Figure 8. Finally, in Figure 9 we compare two snapshots from the SPEEDY simulation with their debiased versions obtained with the machine-learning algorithm. We clearly see that the algorithm maintains the overall consistency of the field and “deforms” the SPEEDY simulation as little as possible in order to correct the statistics.

**Step 2: Reconstructing the small scales** To test the performance of the resolution-enhancing second machine learning step in isolation, we used reanalysis data represented on the same coarse wavelet level that is used for Step 1. Visually, Figure 10 shows that the algorithm is able to reconstruct the fine scales with high fidelity. The temporal statistics of the fine scales are also captured very well; see Figure 11.

**Steps 1 and 2 combined: Generating a full-scale debiased simulation** We present additional results for the full scale simulation at seven other cities besides Paris and London which are already shown in Figure 3. The probability density functions and spectra in Figure 12 show good agreement between the full resolution debiased machine learning output and observational (reanalysis) data.
Figure 6: Temporal statistics (left: probability density; right: spectrum amplitude) of coarse-scale vorticity at select cities computed over a 10-year period for SPEEDY GCM, machine-learning debiased simulation (ML), and reanalysis data (ERA5).

Figure 7: Monthly distributions of coarse-scale vorticity at select cities computed over a 10-year period for SPEEDY GCM, machine-learning debiased simulation (ML), and reanalysis data (ERA5). The top, middle, and bottom notches denote the 0.9, 0.5, and 0.1 quantiles, respectively.
Figure 8: Seasonal averages of coarse-scale vorticity computed over a 10-year period for original SPEEDY simulation (top), machine-learning debiased simulation (middle), and reanalysis data (bottom); DJF: December–February; MAM: March–April; JJA: June–August; SON: September–November.

Figure 9: Two snapshots of coarse scale vorticity for SPEEDY and the corresponding machine-learning debiased simulations (ML) resulting from Step 1 of our algorithm. The machine learning algorithm deforms the SPEEDY simulation in order to match its statistics with observations at coarse scales but retains the overall structure of the flow.

Figure 10: Two snapshots of fine scale vorticity reconstructed from the coarse scales. The resolution-enhancing machine learning models use low resolution reanalysis data as input to show the effect of the second step in isolation.
Figure 11: Temporal statistics of vorticity computed over a one year period for select cities. The resolution-enhancing machine learning models use low resolution reanalysis data as input to show the effect of the second step in isolation.
Figure 12: Temporal statistics of vorticity computed over a one year period for select cities. The resolution-enhancing machine-learning models ("ML") are tested on the debiased output of Step 1 to produce a full scale debiased simulation.